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Genera Info

• Final Assessment is Due Friday at 11:59 PM.

• Course feedback evaluation on Axes.

1



Course Recap



List of Topics, I

1. Introduction:

• Examples of time series and time series models
• Theoretical constructs:

• Mean function

• Autocovariance and autocorrelation functions (ACF)

• Cross-covariance and cross-correlation function (CCF)

• Stationarity and joint stationarity

• Sample ACF and CCF, Confidence limits

• Classical Regression:

• LS solution

• t-test for regression parameters

• Competing models, explainable variance, F -test

• Coefficient of determination (R2)

• Periodogram as explainable variance of sinusoids

• Data wrangling, trend models, and data smoothing

• Detrending via a trend model

• Detrending via differencing

• Log and power transformations

• Smoothing (moving average, kernel, loess, smoothing splines)
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List of Topics, II

2. ARMA Modeling:

• AR and MA

• Causality and invertibility

• Forecasting in ARMA models

• Estimating ARMA parameters (Yule-walker, ML, conditional LS)

• ARIMA

• SARIMA

• Model diagnostics (Ljung-Box)

• Regression with autocorrelated errors

• Lagged Regression (using transfer function modeling)

• Volatility models: ARCH and GARCH
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List of Topics, III

3. Spectral Analysis

• Periodogram

• Spectral density (meaning of the term ’white noise’)

• Linear filtering and spectrum

• Spectral estimation: smoothing the periodogram

• Cross-spectrum and coherency

• Frequency-domain regression (coherency, competing models)

• Spectral principal components

4. State-space modeling

• State-space equations

• State estimation (Kalman filter and smoother)

• Estimating state-space models (ML and EM)

• Seasonal decomposition

• State-space models with switching (stochastic volatility)

• Bayesian analysis of state-space models
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High-Dimensional Data



Dataset I: traffic

• Occupancy rate (between 0 and 1) of 172 different car lanes of the

San Francisco bay area freeways across time.

• 15 months worth of hourly data.

• Source: California Department of Transportation,

www.pems.dot.ca.gov.

summary(traffic %>% select(id, values , sensor_day , time_on_day))

id values sensor_day time_on_day

Min. :400000 Min. :0.00000 Min. : 0.00 Min. : 0.0

1st Qu .:400485 1st Qu .:0.02190 1st Qu.: 43.00 1st Qu.: 6.0

Median :400991 Median :0.04638 Median : 86.00 Median :12.0

Mean :401018 Mean :0.05296 Mean : 86.02 Mean :11.5

3rd Qu .:401580 3rd Qu .:0.07053 3rd Qu .:129.00 3rd Qu .:18.0

Max. :402090 Max. :1.00000 Max. :172.00 Max. :23.0

hours_from_start

Min. : 1

1st Qu .:1038

Median :2076

Mean :2076

3rd Qu .:3114

Max. :4151
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Example: traffic by day of week
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Example: traffic by time of day
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Dataset II: Walmart’s sales

Daily unit sales per product and store:

• x ti is the number of items of product i sold at day t.

• i = 1, . . . , 30490: 3049 different products across 10 different stores

= 30490 unique (product id,store id)

• t = 1, . . . , 1941 ( 5.3 years).

• M5 competition: require 28-days-ahead forecast (

https://www.kaggle.com/c/m5-forecasting-accuracy)
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Walmart’s sales

summary(sales)

id cat_id store_id

FOODS_1_001_CA_1_evaluation: 1 FOODS :14370 CA_1 : 3049

FOODS_1_001_CA_2_evaluation: 1 HOBBIES : 5650 CA_2 : 3049

FOODS_1_001_CA_3_evaluation: 1 HOUSEHOLD :10470 CA_3 : 3049

FOODS_1_001_CA_4_evaluation: 1 CA_4 : 3049

FOODS_1_001_TX_1_evaluation: 1 TX_1 : 3049

FOODS_1_001_TX_2_evaluation: 1 TX_2 : 3049

(Other) :30484 (Other ):12196

state_id d_1 d_2 d_3

CA :12196 Min. : 0.00 Min. : 0.000 Min. : 0.00

TX: 9147 1st Qu.: 0.00 1st Qu.: 0.000 1st Qu.: 0.00

WI: 9147 Median : 0.00 Median : 0.000 Median : 0.00

Mean : 1.07 Mean : 1.041 Mean : 0.78

3rd Qu.: 0.00 3rd Qu.: 0.000 3rd Qu.: 0.00

Max. :360.00 Max. :436.000 Max. :207.00
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sales – Total Sales at a Given Day
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sales – By Product
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Challenges

• The standard task is prediction:

ŷ t
t+m = ŷ t

t+m(y 1:t).

• Prediction can be assisted by regression over exogenous features

series:

ŷ t
t+m = ŷ t

t+m(y 1:t , x1:t).

Example: Calendar data

x t = (hour in dayt , day of weekt , month in yeart , holidayt)
′
.

• Special properties:

• Dependencies between many scalar time series.

• Sparsity.

• Discrete variables.

• Notable Techniques

• Dimensionality reduction using principal component analysis.

• Large regression models. Holdout data for validation and testing.
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DeepAR



DeepAR
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DeepAR – Model

• Data:

• (z t) is a vector time series, known for j = 1, . . . , t

• (x t) is a vector time series of covariates, known for all t = 1, . . . ,T .

• Goal: Model one-step-ahead posterior (or more) given the past

Pr(zt+1|z1:t , x1:T )

• Method: Suppose

Pr(zt+1|z1:t , x1:T ) = ` (zt+1|θ(ht+1))

where

• ` is a likelihood function with parameters θ.

• θi,t ≡ θ(hi,t) depends on the output of a recurrent neural network

ht = hΘ(ht−1, zt−1, x t)

(hΘ is a multi-layer recurrent neural network with LSTM cells)
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Likelihood Function – Examples

• Example: Gaussian likelihood

`G (z |µ, σ) = (2πσ2)−1/2e−
(z−µ)2

2σ2 ,

µ = µ(ht) = w ′µht + bµ, σ2 = σ2(ht) = f (w ′σht + bσ).

• Example: Negative binomial likelihood

`NB(z |µ, α) =
Γ(z + 1

α )

Γ(z + 1)Γ( 1
α )

(
1

1 + αµ

) 1
α
(

αµ

1 + αµ

)z

,

µ = µ(ht) = f (w ′µht + bµ), α = α(ht) = f (w ′αht + bα).
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Recurrent Neural Networks

• Multilayer recurrent neural network with LSTM cells:

16



Model Estimation (training)

• Assume: We have many past+future data instances:

(z i,1:t+1)i=1,...,N , (x i,1:T )i=1,...,N .

• Log-likelihood

L(Θ) =
N∑
i=1

log ` (zi,t+1|θ(hi,t′+1; Θ))

• Minimize L(Θ) using stochastic gradient descent.
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How to generate many training instances?

• Take many length-(t ′ + 1) windows from available data:

z i,1:p+1 = {zi+1, . . . , zi+t′}, i = 1, . . . , t − t ′.

• Log-Likelihood:

L(Θ) =
N∑
i=1

log ` (zi,t′+1|θ(hi,t′+1; Θ))

Note: Network weights Θ do not depend on time (likelihood

parameters θ do depend on time).

• Implicit stationarity assumptions!
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Prediction
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DeepAR – Examples

• Sales prediction:
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DeepAR as a non-linear State-Space Model

• Observation Equation:

zt = µ(ht) + vt , R = σ2(ht).

(linear in ht ; state-dependent heteroscedasticity)

• State Dynamics:

ht = hΘ (ht−1, zt−1, x t) .

(non-linear state-dynamics)

• In essence, the main innovation is a multilayer LSTM modeling of

state-dynamics.

• Called-upon comparison: DeepAR vs. a linear state-space model.

Can multilayer LSTM improve over a linear model?
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DeepAR as a non-linear State-Space Model (cont’d)

Advantages (according to the authors):

In fact:

(i) Main benefit: Model automatically learns complicated connections.

(ii) Not a distinguishing feature of DeepAR.

(iii) A feature of the state-space/vector formulation.

(iv) Not unique to DeepAR (Generalized linear model formulation).
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VEST



VEST
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VEST (Vector Statistics from Time series)

• Map recent observations to many different features.

• Use these features for prediction.

• Develop a procedure as automatic as possible.

• Advantage of feature-based inference over end-to-end approaches:

interpretability.

24



VEST – Feature Engineering Workflow

• Ti,j ∈ Rq is the j-th transformation of X i (e.g., diff )

• Si,j ∈ Rqj is the j-th summary of X i (e.g., mean, max, ACF)
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VEST – Transformations
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VEST – Summary Operations, I
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VEST – Summary Operations, II
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VEST – Feature Selection

• Concerns:

• Some features do not provide useful information for forecasting.

• Features may be highly correlated with each other.

• Simple selection rules:

• Remove features with a low number of unique values.

• If two features are highly correlated, remove one of them.

• More complicated selection rules are available.
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VEST – Modeling and Evaluation

• Data for fitting: Many variants for combining {X}ni=1 series with

feature-selected series {Z i}ni=1.

• Most successful strategy reported in (Cerqueira et. al. 2020) is

AR+VEST: fit a vector AR to

U i = [X i ,Z i ].

• Performance evaluation:

• 90 different time series, each with at least 1,000 observations.

• Holdout: 60% training, 20% validation (for parameter optimization),

20% testing.
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VEST – Results
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The End!
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